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Summary 
In this paper, the system for visualizing of phenomenon up to the ultimate state of existing 
structures is developed in order to understand their mechanical properties and behaviors with ease. 
This system has three main sub-systems, the sub-system for obtaining and identifying 3D 
coordinates of a structure from 2D photo images, the sub-system for F.E.M. analysis to investigate 
its mechanical properties and behaviors, and the visualizing sub-system to easily understand the 
information obtained from the previous two sub-systems. This system uses the image-mapping 
technology for obtaining and identifying 3D coordinates from 2D photo images and 2D coordinates 
from 3D analytical results in reverse. And the applicability of the developed system by using a steel 
column specimen with box cross section is discussed. 
Keywords: existing structure, failure mode, image information technology, image mapping 

technology, visualization 
1. Introduction 
For determining the retrofitting or strengthening method of existing structures designed by the past 
design code, it is very important to understand their current states, such as load carrying capacity 
under seismic motion. The most preferable and easiest method of investigating the current states is 
to carry out experiment, but it is impossible to destroy the existing structures.  
Furthermore, engineering judgment by a skilled engineer might be needed to understand the current 
states of an existing structure and to determine the effective retrofitting or strengthening method, by 
using huge output data of numerical analysis. Accordingly, in order to determine quickly the 
effective retrofitting or strengthening method, development of a cheap and user-friendly simple 
system that can help engineers will be desired. 
The objective of this study is to develop a useful system by using new information technologies 
which can visualize various phenomena of the existing structure and help the engineers to 
understand the current states of the structure. By using the system, various kinds of possible failure 
and damage of the structure can be predicted appropriately from the deformed images of the 
structure based on numerical results by finite element analysis. Moreover, it is very convenient if 
strain and stress contours can be also seen on the same deformed images. 



 

 

2. System for visualizing various structural information 
This developed system consists of five sub-systems, as 
shown in Fig.1. The first sub-system is for recognizing 
3D coordinates of the existing structure from the 2D 
photograph images. A key in this sub-system is mapping. 
The second sub-system is for generating image data to 
visualize many kinds of structural information. The third 
sub-system is for building an analytical model such as a 
finite element model by integrating material information 
and the 3D coordinates. The forth sub-system is for 
evaluating structural properties and behaviors such as the 
ultimate resistance force of the model analytically. In this 
sub-system, EPASS[1], USSP[2], and the other 
general-purpose F.E.M. programs[3] can be used. The 
last fifth sub-system is for visualizing the output results 
of the analysis by using the mapping technology. 
3. Obtaining of 3D coordinates of structures 

from 2D photograph images 
In this chapter, the most important first sub-system is 
explained focusing on how to obtain the 3D coordinates 
from 2D photograph images. 
3.1 Hardware composition 
To obtain the 3D coordinates from 2D photograph 
images, one digital camera and one calibration frame are 
utilized in the first sub-system.  
3.1.1 Digital camera 
In order to get 2D photograph image information, a 
digital camera is used in this system. Characteristics of 
the camera used are shown in Table 1. The reasons to use 
the digital camera are that it is easy to take photographs 
and to rectify them and the running cost is not expensive 
compared with an analog camera. But the analog camera 
can be used in this sub-system by digitizing with a 
scanner. However, distortion of the photograph by 
scanning must be removed. 

3.1.2 Calibration frame 
The calibration frame (henceforth C.F.) consists of three bars and is used to define the absolute 
coordinate system. 2D image photographs are taken with the C.F.. The C.F. used is shown in Fig.2. 
It is made of 3 aluminum bars of which length are 900mm. Three bars correspond to x-axis, y-axis, 
and z-axis, respectively. Points are marked every 100mm. 

 

 

 

Fig.2 Calibration Frame 
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Table 1 Characteristics of camera used 

Name Canon Power Shot Pro70
Image Sensor Size & Type 0.5-inch CCD

Resolution(Megapixels) 1536×1024
Gradation Reproducibility 24bit Color

Lens Focal Length 6-15mm
(35mm Equivalent Format) (28mm-70mm)

Fig.1 Outline of developed system 
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3.2 Software composition 
The software for the first sub-system is developed in this study to obtain 3D coordinates from 2D 
photograph images. 
The developed program has following two functions. The first function is for calculating a camera 
parameters using the acquired 2D coordinates of the specified points (9 points on C. F.) from the 
image. The second function is for calculating 3D coordinates using the acquired 2D coordinates of 
the specified points and calculated camera parameters. This program is coded by C++[4]. 
3.2.1 Measurement theory 
A stereo pair images method based on the theory of triangulation[5] is used for the measurement. 
If 3D coordinates Pi(xi ,yi ,zi) of a point on an object in 
the absolute coordinate system and 2D coordinates 
Pi’(ui ,vi) corresponding to the point in the camera 
coordinate system are defined as shown in Fig.3, the 
perspective transformation can be done by the following 
Eq.(1). 
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The coefficient matrix, C of Eq.(1) is called the camera 
parameter matrix. They depend on the position of the 
camera in the absolute coordinate system, and the focal 
length of the lens of a camera. From Eq.(1), the constant, 
λ, can be written as 

34333231 CzCyCxC iii +++=λ  (2) 

Substituting Eq.(2) to Eq.(1), the following Eq.(3) will be obtained.  
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If 3D coordinates of Pi and 2D coordinates of Pi’ are known, the following Eq.(4) is derived 
including the unknown Cij when C34 assumes to be 1. 
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Therefore, since the number of the unknown camera parameters is 11, more than 6 data points, 
which are not on the same one plane, are needed for calibration at least. If the calibration are 
carried out using n data points, the following Eq.(5) will be obtained.  
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Fig.3 Perspective transformation 
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Eq.(5) is summarized as following, 
AC = R (6) 
Camera parameters are derived from Eq.(7) using the least square method. 
C = (AtA)-1AtR (7) 
where C is the camera parameter matrix. 
Since two cameras are used as shown in Fig.4 in a stereo pair image 
method, following simultaneous Eq.(8) will be written from Eq.(3). 
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Where L
ijC  and R

ijC  denote the left and right camera parameters 
respectively. Pi

L’(ui
L, vi

L) and Pi
L’(ui

R, vi
R) are 2D coordinates of the 

position of the left and right camera. Above Eq.(8) is simplified 
using matrix expressions, 
BP = S (9) 
Therefore, finally, 3D coordinates of Pi can be obtained from the following Eq.(10). 
P = (BtB)-1BtS (10) 
3.2.2 Compensation of distortion of 2D coordinates from 
digital camera 
The lens of the camera has certain distortion in general. 
Such distortion is called as the lens distortion here. It 
affects greatly the evaluation of 3D coordinates [6]. Fig.5 
shows the influence of the lens distortion. Both the actual 
2D coordinates of a graph paper and the calculated 2D 
coordinates after measuring are shown in Fig.5 for 
comparison. The former is drawn by the red lines, and the 
latter is drawn by the blue lines and the frame of the camera 
is drawn by the green lines. 
It can be found that the further the point is from the center 
point, the larger the gap becomes. Therefore, in order to 
obtain accurate 3D coordinates from digital camera images, 
distortion of the lens should be removed by compensation 
of adjusting camera parameters. 
In this study, 2D coordinates obtained to calculate both 
camera parameters from points on C.F. and 3D coordinates 
from an object are compensated. 
4. Application example of steel column 

specimen 
4.1 Column specimen under consideration 
In order to investigate the applicability of the developed 
system, a steel column specimen with box cross section is 
used. The specimen used is shown in Fig.6. Geometrical 
configurations of the specimen are depicted in Fig.7. In this 
figure, the dimensions are the design values.  

 

 

Fig.4 Stereo pair images method 

0X Y

Z

P x ,y ,zi i i i ( )

P ’ u ,vi i  i
L L L( )

Camera_L Camera_R

P ’ u ,vi i  i
R R R( )

Object

Fig.5 Comparison of actual
dimension with measured
dimension 

(Close-up) 

actual 
measured 



 

 

Many lines every 50mm along both the horizontal and vertical directions are drawn on the 
specimen as shown in Fig.6 to mark the points which are used in mapping.  
4.2 Identification of 3D coordinates 
At first, photographs are taken from different 2 directions focusing on each corner of the specimen 
as shown in Fig.8. And then, 3D coordinates of each corner section are identified from these taken 
photo images respectively using a stereo pair images method mentioned above. 

 

Fig.6 Steel column specimen 
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Fig.7 Geometrical configurations of the steel column specimen (Unit:mm) 
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 the whole target points on the specimen are determined by using the 
r sections as shown in Fig.9. The four box surfaces are defined as 
 The corner section of Face1 and Face2 is called as Face1-2. Since 
ch corner section has individual coordinates system, it is necessary to 
e coordinates system. In this study, the four faces are combined by 
 formed by two vectors, αr  and β

r
 which show the direction of the 
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s they should have same 3D coordinates, 
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tification results 
lts before combining the four faces are 
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 Face3 are listed. The average measurement 
he whole calculated lengths of lines on the 
o images.  
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It is found that the accuracy of both width and height directions is improved by compensating the 
lens distortion before the combining. Length after the combining tends to shorter than the length 
before the combining. It is caused by the assumption that z coordinates are common among all the 
measuring points where located on a certain horizontal line. For more improvement of the accuracy, 
it should be considered that z coordinates are different in original. 
4.4 Visualized output results 
In this section, the fifth sub-system, namely the system for visualizing the analytical results is 
discussed. 
In order to obtain the deformed states of the specimen, F.E.M. 
elastic analysis subjected to monotonic loading are carried 
out. The analysis is the elastic analysis because the main 
object is only to obtain the deformed state for checking the 
applicability of the developed system. Boundary and loading 
conditions are shown in Fig.11. It is necessary to input the 
material information, because the information cannot be only 
obtained from the photo image. The material properties used 
for the analysis are tabulated in Table 6.  
Finite elements used in the analysis are triangle elements and the nodes of the elements coincide 
with 3D coordinates of the target points. The deformation of the specimen based on the analytical 
results is shown in Fig.11. 
By using the mapping technology, it is attempted to show the deformation of the specimen on the 
same photograph image which is taken for obtaining 3D coordinates. The results are shown in 
Fig.12 and 13. Fig.12 shows the initial state before the deformation, and Fig.13 shows the 
deformed state. 
It will be found that the deformation of the specimen can be understand easily on the 2D photo 
image by using the developed system. 

 

    

yield strength 44.87 (kN)
yield stress 371.67 (N/mm2)

Young's modulus 2.12×105 (N/mm2)
Poisson's ratio 0.28

Table 6 Material properties 

Fig.11 Deformed state by 
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5. Concluding remarks and future research needs 
In this paper, the 3D coordinates were identified based on the 2D image photos obtained with a 
digital camera. Then, elastic analysis for an analytical model made using the identified 3D 
coordinates of the specimen are performed. Moreover, the analytical results were reflected in the 
2D original photo image to make the realistic deformed states of an existing structure under 
consideration visually for easy understanding of the structural properties and behaviors. Main 
conclusions obtained in this study are as follows: 
1) The visualizing system for easy understanding of the mechanical properties and behaviors of 

existing structures are developed using the information technology, such as the identification 
of 3D coordinates and visualizing the deformed states of a specimen on the original 2D 
photo images. And it is found that the visualizing is possible, effective, easy and not 
expensive by using this developed system. Moreover, taking into account for portability of 
the developed system, the measurement on the fields is possible as compared with the 
current measurement systems. 

2) Distortion due to lens is not neglected in photographs taken by a camera. However, proposed 
compensation of the distortion can be mitigated to the extent that the problem is negligible.  

The following issues should be improved in the future. 
1) In order to identify 3D coordinates with more accuracy, using a digital camera with higher 

resolution, developing the combined methods for building up the structure from some 
portions and methods of taking photos should be considered 

2) A convenient method for obtaining invisible material information needed in the analytical 
part, such as material properties, thickness of plates and position of stiffeners, which cannot 
be obtained from the 2D photo images directly, should be devised in the developed system. 

3) Although the deformation of a structure can be expressed visually with CG using analytical 
results in the developed system, not only deformation but also other much information, such 
as colors considering the shadow of the surface must be visualized realistically. Furthermore, 
to show the properties and the behaviors of the existing structures effectively, 3D virtual 
image producing system will be put in the developed system. 
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